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Summary. Experimental designs for measuring the 
effects o f  single loci on quantitative traits are compared 
for statistical properties. The designs tested are single 
population, combined strains, multiple strains, diallel of  
strains, and co-isogenic strains. Testing was done by 
simulating population genotypic and phenotypic 
arrays. Statistical properties measured are type I error, 
power, bias and efficiency. The relative ranking of  
designs is consistent for all properties and over eight 
conditions examined. The co-isogenic design is 
superior, followed closely by the single population 
method. The other three designs are similar in ability, 
with the diallel design somewhat superior. Based on its 
good statistical performance and wide feasibility, the 
single population method is recommended.  The diallel 
method provides the most information on genetic 
components of  variation. 
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Introduction 

How can one determine if allelic variants at a given 
locus affect a given trait? One research paradigm devel- 
oped to answer this question involves detailed and 
multilevel (genetic, biochemical, physiological, ecologi- 
cal) studies of  a single locus (Clarke 1973; Koehn 
1978). This paradigm has proved generally successful 
(Koehn 1983), but requires a large concentration of  
effort on single cases. There may be no better general 
method for answering the above question, due to the 
complex path from genes to traits. We may, however, 
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find simpler methods suited to particular tasks. One of  
the major problems facing those who study locus effects 
is how certain are we that the locus o f  study, rather 
than other loci, is affecting the trait? This problem can 
be partly answered with a better knowledge of  the 
statistical properties o f  the experimental design. 

There are three general designs, with variants, in 
use now: combined strains, multiple strains, and co- 
isogenic strains. Two other designs are also considered: 
diallel of  strains and single population. The breeding 
structure used in these designs is depicted in Table 1. 
The dissection, or partition, of  trait variation that is 
possible with each design is also listed in Table 1. 

The single population method (I) involves choosing in- 
dividuals randomly from a population, and measuring them 
for trait value as well as locus genotype. Additive (a) and 
dominant (at) locus effects are then determined by comparing 
variation between classes of individuals with different locus 
types relative to variation within these classes. Examples 
related to this design are found in E1-Kassaby (1982); Watt 
et al. (1983), and Zouros et al. (1980). 

The combined strains method (II) involves selecting or 
producing several strains homozygous for a given allele at the 
locus of interest, then combining like homozygotes as a single 
strain with variable genetic background. Additive locus effects 
are determined by comparing trait responses of the different 
homozygous strains; dominant locus effects are determined 
with the Fa hybrid of homozygous strains. These effects are 
measured relative to combined environmental (VE) and back- 
ground genetic (V~) variation found within each strain. 
Examples of this method may be found in Aslund and 
Rasmuson (1976); Cavener and Clegg (1981); Fontdevila and 
M~ndez (1979), and Van Delden et al. (1978). 

The multiple strains (Ill) method is similar to II in that 
several strains homozygous for an allele are produced, but are 
not then combined. They may be highly inbred to eliminate 
within-strain background genetic variation. In this method, a 
effects are measured relative to additive genetic variation (VA) 
found between the inbred strains of the same locus type; VA is 
in turn measured relative to VE within strains. In this design, d 
effects are not determinable. Examples of this method may be 
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Table 1. Diagrammatic representation of experimental designs. Letters designate alleles at a locus of 
a diploid individual, subscript numbers designate a genome type, and boxes enclose panmictic units. 
Variance components that can be partitioned are enclosed in parentheses. Genomic components (V): 
E, environmental; G, genetic; A, additive genetic; D, dominant genetic. Allelic components: a s, addi- 
tive locus; d 2, dominant locus 

Design Genomic diagram Partitionable variance 

I. Single population : A1A2 A3A4 AsB6 : (VE -{- VG + aS), (VE + VG) & 
: ArB8 AoBlo B~IBx2 : (VEWVG+d2),  (VE+VG) 

(VE + VG + aS), (VE + VG) & 
(VE + VG + d2), (VE + VG) 

II. Combined strains 

III. Multiple strains 

IV. Diallel of strains 

V. Co-isogenic strains 

: A1A2 : : B3B4 : 
:AsA6: • :BrBs: 

: A 1 B 4  : 

: ArB7 : 

:A1AI: :A2A2i :A3A3: 

:B4B4: :BsBs: :BrBr: 

A~ As B3 B4 
AI: xl: lz: 13: 14: 

As: 21: 22: 23: 24: 
B3 ; 31; 32; 33: 34: 

B4 : 41: 42: 43: 44: 

: A1A1 : : B1B1 : 
: AIA1 : X B1Ba : 

: A1B1 
: A1 B1 

VE+ VA+ a2), (WE + VA). (WE) 

(WE + VA + a2), (VE + VA), (WE) & 

(VE "J- VD "1- d2), (VE + VD), (WE) 

(WE + a2), (VE) 
(VE + d2), (VE) 

found in McDonald etal. (1980); Starmer etal. (1977), and 
To~i6 and Ayala (1981). 

The diallel method (IV) is detailed in Gilbert (1985). 
Briefly, homozygous strains as per method III are crossed in 
all combinations, and the F1 progeny are measured. Trait 
variation can then be partitioned into a, d, VA, VD and VE 
components. 

The co-isogenic method (V) involves producing strains 
identically homozygous, or nearly so, through the entire 
genome except at the locus of interest. Such co-isogenic strains 
retain genetic variation only at the one locus, thus within 
strain variation is VE alone and between strain variation 
contains the additional a or d effects of the locus. This method 
is necessarily restricted to organisms where the genome can be 
manipulated. Examples of studies include Danford and Beard- 
more (1980) and Sheehan et al. (1979). 

The use o f  these designs in hypothesis  testing (if  a 
locus affects a trait) and est imation (to what  extent it 
affects a trait) is examined with computer -s imula ted  
populat ions.  These popula t ions  consist of  genomes with 
several po lymorphic  loci, and o f  phenotypes  resulting 
from the combined  a effects (=VA)  and d effects 
(=VD)  o f  the polymorphic  loci, plus environmental  
effects. The basic model  used for trait variat ion is 

V y = V E + V A + k a 2 + V D + h d  z, 

where T is total, E is environmental ,  A is addit ive 
genetic, D is dominan t  genetic, a 2 is addit ive locus, d 2 is 

dominant  locus variation, and k, h are constants 
depending on locus allele frequencies. The effects of  a 
given locus are then de termined with each experi- 
mental  design using the s imulated populations.  Table 2 
shows the general flow of  the simulat ion experiments  
and their relation to actual experiments.  This basic trait 
model  excludes factors of  l inkage disequilibria,  epistasis 
and other interactions among loci and among traits and 
groups of  loci. 

Two hypothesis testing properties,  type I error and 
power, and two est imation properties,  bias and effi- 
ciency, are determined for the designs. Type I error is 
the probabi l i ty  of  falsely rejecting the null hypothesis 
that the locus has no effect. Power is the probabi l i ty  of  
correctly rejecting the null hypothesis. Bias is a mea-  
sure o f  the tendency of  the sample estimate to deviate 
from the true value, and efficiency is a measure of  the 
variance associated with the sample estimate of  the 
locus effect. 

M e t h o d s  

The designs were tested by generating random population 
genotypic arrays, for each case, design and replicate popula- 
tion. Each genotypic array was changed to a phenotypic array 
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Table 2. Protocol for actual and simulated experiments 

633 

Actual Simulated 

Population Genotypes 
development 

Phenotypes 

Manipulation Sampling, breeding and genetic mani- 
pulation according to design 

Observation Measure traits of 
individuals 

Estimation from observations and known 
manipulations 

Genotypic array 
rules of transformation 

Phenotypic array 

Sampling according to design 

Accumulate sampled 
phenotypes 

from observations and design 
model 

Compare estimate to actual 
value 

Table 3. Population parameters for the cases studied 

Case No. of No. of Percent 
measured unknown VE Of VT 
individuals loci 

VA per locus 

Mean s.d. 

1 36 2 30 0 1 
2 36 2 70 0 1 
3 36 5 70 0 1 
4 36 5 70 2 1 
5 36 20 70 0 1 
6 100 5 70 0 1 
7 100 5 70 2 1 
8 100 20 70 0 1 

Constant for all cases: Test alpha: 0.050; VD per locus: 0 mean, 
1 s.d.; True additive effect (a): 0, 1, 2, 3, 4; True dominant ef- 
fect (d): 0, a; No. of random populations: 10,000 per test of a 
effect; 5,000 per test o f d  effect 

by rules of  transformation detailed below. The phenotypic 
array was subject to an analysis of  variance model appropriate 
to the design. Two basic results for each such test were 
calculated from the ANOVA: (1) the number of significant 
locus effects measured by F test in the ANOVA (the measured 
alpha), and (2) the sample estimated locus effect from the 
sums of squares. This simulation was performed with APL 
(Berry 1979) functions; these functions are available from the 
author on request. 

The parameters which were varied for each case are 
number of individuals measured per test, number of 'un- 
known' loci affecting the trait, percentage of  trait variance 
which is environmental in origin, and the mean and standard 
deviation of additive effects for the 'unknown' loci. The 
parameters held constant for all cases include the test alpha 
(the probability level which hypothesis tests where compared 
to), the dominant variance for 'unknown' loci, values of  the 
true additive and dominant effects of the known locus, and the 
number of random populations examined. Genetic variation 
at the 'unknown' loci was parameterized by generating vectors 
containing values of a and d effects drawn from a random 

normal distribution with the specified means and standard 
deviations. Parameter values are listed in Table 3. 

The designs were tested on an equal cost basis, using the 
assumption that the cost of a design is the total number of 
individuals measured (N). This assumption is not necessarily 
true in practice (see "Discussion"). On this equal cost basis, 
designs employing multiple strains (II, III, and IV) were based 
on S strains = V ~  with ( ~  individuals per strain, so that 
the total N measured remained constant for all designs. 

For each design, four index vectors of length N were 
generated, which indicate how alleles of the population geno- 
typic array were to be selected. Indices I and J are the values 
[ 0 . . .  1] of the allele at the known locus, contributed by 
maternal and paternal genomes. Indices K and L are the 
identification numbers of  the maternal and paternal genomes 
found in the following manner: 

Design I. K and L are N gametes each chosen randomly, 
without replacement, from [1...N]. In other words, each 
haploid gamete is a random selection from the population 
genotypic array. 

Design II. S genomes are randomly chosen from [1 ...N]. 
These S are split into two halves, half representing the strains 
with the 0 allele at the known locus, the other half the strains 
with the 1 allele at the known locus. The K and L maternal 
and paternal genome indices are then generated so that one- 
quarter of  N represent individuals from a combined strain of 
0/0 homozygotes at the known locus, one-quarter represent a 
combined strain of 1/1 homozygotes, and the remaining half 
represent the two reciprocal heterozygotes from the cross of 
0/0 and 1/1 strains. 

Design III. K and L are, identically, S gametes chosen 
randomly from [1... N]. In other words, each diploid gamete is 
homozygous, selected from a subset of S strains from the 
population genotypic array. 

Design I K  S genomes are randomly chosen from [1...  N]. 
These genomes are then permuted so that K and L represent 
the F1 result of all combinations of matings between S 
maternal and paternal gametes. 

Design K One genome is randomly chosen from [1...N], 
and replicated to make N individuals with identical K and L 
gametes. 

For each design, the appropriate analysis of variance 
model is selected. The model for each design is expressed as 
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combinations of six ANOVA contrasts: mean, additive locus, 
additive strain, dominant locus, dominant strain and total 
variance. 

Testing of the a and d effects is done in the following 
manner: 

(1) A population genotypic array (G) is generated as a 
random M x T x N  array of [0...1], for M loci, T replicate 
trials, and N individuals. The population gene frequency per 
locus is randomly taken from (0.50... 1.00). 

(2) The genotypic array is transformed to a T x N  pheno- 
typic array (Y) according to additive and dominant effects of 
the 'known' (a and d) and 'unknown' loci (A and D), the locus 
(I, J) and gametic (K, L) indices, and random environmental 
variance (E). This transform is stated as: 

Y = A x P ~ (G [K] and G [L])-A x Q ,-- (G [K] nor G [L]) 
+ D X H ~- (P nor Q) 
+ a x p ~- (I and J)-a  x q ~ (I nor J) 
+ d x h  ,- (p nor q) 
+ Random Normal (0, oz). 

(3) Sums of squares specified by contrasts for each design 
are calculated from the phenotypic array for the additive and 
dominant locus ANOVA models. 

(4) The significance level for a and d effects from this 
ANOVA is compared with the test alpha. The measured alpha 
for each design and each value of a and d is computed as the 
proportion of significance levels at or below the test alpha, out 
of all the replicated populations tested. Type I error is found 
as the measured alpha when the true a or d value is 0.0. Power 
is calculated from the measured alpha when true a or d values 
are not equal to 0.0. The sample estimates of a and d are 
calculated from the Anova sums of squares, and their mean 
and variance are accumulated over the replicated population 
tests. Bias is determined from the average of sample estimates 
of a or d. Efficiency is found from the variance of sample 
estimates. 

Results and discussion 

The parameters  which were var ied between cases 
(Table 3) have, as expected, strong effects on the overall  
abil i ty of  the designs to detect locus effects: decreasing 
the number  of  measured individuals,  increasing the 
number  of  unknown loci involved, increasing the 
average addit ive effects of  unknown loci, and in- 
creasing the percentage of  environmental  variance all 
decrease the power  and efficiency of  the designs. Type I 
error and bias are not not iceably affected by these 
changes. Figures 1 and 2 illustrate the type I error and 
power  curves for cases 4 and 6. There are only minor  
changes in the relative ranking of  designs between the 
cases, so that we can summarize  the design abilities as 
the average over the eight cases. These results are given 
in Table 4, expressed relative to the best design (V). 
Absolute  average propert ies  for design V are also given. 

Type I error was measured  as the propor t ion  of  
significance levels less than or equal  to the test a lpha of  
0.05, for true effects o f  0.0. Design V is conservative for 
a effects; the measured a lpha is 10 times less than the 
test a lpha.  All  comparisons  with design V show a 
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Fig. 1. Statistical power for detecting true additive locus 
effects (a), case 4. Designs: 1 single population; 2 combined 
strains; 3 multiple strains; 4 diallel; 5 co-isogenic 
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Fig. 2. Statistical power for detecting true additive locus 
effects (a), case 6. Designs: 1 single population; 2 combined 
strains; 3 multiple strains; 4 diallel; 5 co-isogenic 

higher error rate, with the extreme in design II. Power, 
expressed as logit (1/beta) ,  declines relative to design V 
to 36% for design III. Bias, expressed as the max imum 
deviat ion of  average sample estimates from the true 
values of  a or d, increases to 400% of  design V in design 
II. Efficiency, the variance of  sample estimates, in- 
creases to about  388% of  design V in design II. 

These comparisons permit  a quali tative ranking of  
the designs. The co-isogenic design (V) is best for all 
statistical properties,  and the single popula t ion  method  
(I) is second best for all properties.  The other three are 
fairly similar, but  the diallel of  strains design (IV) 
appears  somewhat  better  than the other two. 

Applicat ions of  these results to exper imental  work 
depends  on the importance of  the various statistical 
propert ies as well as other considerations.  These results 
may, with caution, be used in selecting appropr ia te  
designs. Existing studies (see "Introduction") for detecting 
single locus effects have been pr imari ly  a imed at hypo-  
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Table 4. Ranking of experimental designs for estimating single gene effects on quantitative traits. 
Average value of properties from 8 cases, expressed as percent of design V (absolute average of design 
V in parentheses). 0: a, additive locus effect; d, dominant locus effect. Type I error: measured alpha. 
Power: logit (l/t).  Bias: max ( h -  0). Efficiency: 02 

Property 0 Design 

I II III IV V 
Single Combined Multiple Diallel Co- 
popln, strains strains strains isogenic 

Type I 
error 

Power 

Bias 

Efficiency 

Estimable 
variance 
component 

Feasibility 

a 150 2,400 2,175 1,275 100 (0.004) 
d 100 175 - 78 100 (0.055) 
a 70 41 36 42 100 (2.874) 
d 75 66 - 72 100 (1.566) 
a 175 400 300 360 100(0.123) 
d 140 140 - 140 100 (0.266) 
a 132 388 213 247 100 (0.0864) 
d 160 607 - 356 100 (0.0671) 

a, d, VE a, d, VE a, VA, VE a, d, VA, a, d, VE 
VD, VE 

wide medium medium medium limited 

thesis testing, with type I error being the major  concern. 
On this basis, designs I and V are notably superior to 
the others, and IV is intermediate. The power charac- 
teristics can provide information on sample sizes neces- 
sary for detecting locus effects for various genetic 
architectures. For example (Fig. 2), with a sample of  
100 individuals, designs I and V have a 90% or better 
chance of  detecting a locus additive effect that is 2 s.d. 
greater than the average background effect, compared 
to about 70% for designs II, I I I  and IV. 

Designs may also be chosen for what  they can 
measure: all measure a effects, but design III  does not 
measure d effects. Only designs III  and IV permit 
estimation of  the background genetic variance inde- 
pendent of  environmental variance. This may  be im- 
portant additional information to use in interpreting 
the statistical significance or non-significance o f  a locus 
effect (see, for example, the discussion in Gilbert 1985). 

Before these designs can be considered on the 
above bases, a researcher must determine what is 
feasible with the organisms of  interest. The experiments 
referenced for design I all involve species with no 
backlog of  genetic manipulation (butterflies, oysters, 
Douglas fir). It is noteworthy that this design, which 
involves no manipulation o f  genomes but relies on 
randomization by natural segregation and assortment, 
acts nearly as well as the genetically precise design V. 
Designs II, I I I  and IV can be applied to any species 
which can be artificially bred; their feasibility varies 
with feasibility of  breeding. Design V is limited to a few 
species, beyond those which clone naturally, where 
stocks of  highly inbred strains or special genotypes 
exist. 

Another consideration in comparing utility of  the 
designs is cost. A common  protocol with Drosophila is 
to produce strains from single (gravid) females col- 
lected from nature, combine the strains homozygous  for 
the same allele at a locus, then use these combined 
strains in several design II experiments. With such a 
protocol, locus types need be determined only once and 
groups of  individuals can be measured per strain, 
substantially reducing the cost of  experiments per 
tested individual. The power of  designs II, II!  and IV is 
proportional to the number  S of  strains used. With this 
consideration, an initial investment to collect many  
strains can make these designs comparable to I and V. 
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